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Abstract— In this article, we present the architecture of a
visual system able to detect and track a human face in video
streaming in a context of human machine natural dialogue. The
visual component will be integrated in a complete interaction
system which must react fast enough to carry a normal
conversation with the user. This system contains a face detection
module coupled with a skin-colour tracking component and an
eyes detection module. This system has been evaluated on video
streaming and several image databases.

I. INTRODUCTION

Face detection is a major research axis related to applica-
tions in the fields of biometrics, surveillance, man-machine
interaction, animation and database indexation [11].

Many face detection techniques cannot process frontal
faces that appear on a complex background [5] [18]. In real-
istic applications, faces appear on complex backgrounds and
in varying positions. Face detection should achieve its task in
different illumination conditions, face positions and camera
distances. Some techniques can detect a face in realistic
conditions but do not run in real time. In human-machine
natural dialogue, the complete system has on average less
than 1 or 2 seconds to react to a user’s input message.

The goal of our research is to conceive a face detection
system able to detect and track a human face in video
streaming in a context of human machine natural dialogue.
The visual component will be integrated in a complete
interaction system which must react fast enough to carry a
normal conversation with the user. It is also very important
not to miss the user during the interaction. Two constraints
have thus been taken into account: minimum computing time
and low error rate.

In this paper, section II provides details on our vision
component. Section III presents the experimental results.
Finally, we present the application of our vision system
in human-machine dialogue in section IV, followed by a
conclusion where we expose some prospects for our work.

II. VISION COMPONENT

A. Face detection module

We use a face detection module, named ”Convolutional
Face Finder (CFF)” [8], coupled with a face tracking com-
ponent.
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1) CFF: CFF permits to locate the presence of someone
in front of the camera (see figure 1). It uses a neural-based
face detection scheme to precisely locate multiple faces
of minimum size 20x20 pixels and variable appearance in
complex real world images. Based on a specific architecture
of convolutional neural layers, the system automatically
synthesizes simple problem-specific feature extractors and
classifiers from a training set of faces, without making any
assumptions or using any hand-made design concerning the
features to extract or the areas of the face pattern to analyze.
A good detection rate of 90.3% with 8 false positives have
been reported on the CMU test set, which is the best result
published so far on this test set.

Fig. 1. face detection with CFF.

Even if this algorithm offers great accuracy, it is inefficient
when the heads are rotated more than ±30 degrees in image
plane and turned more than ±60 degrees. Moreover, the
processing time increases with the number of faces detected
in the image. But, in our context of natural human-computer
dialogue, it is exactly when a face is detected that the other
components of a dialogue system require CPU. In order to
solve both problems, we developed another algorithm based
on skin colour segmentation. CFF is used to detect a face
in frontal position and to allow the skin colour algorithm to
locate that face in the following images. In addition to its
low computational cost, the skin colour-based face tracking
permits to track a face whatever its orientation.

2) Skin colour regions: Most existing face detection sys-
tems use histogram colour for segmentation [12]. The skin
colour model can be used for face localization [6] [13],
tracking [3] and hand localization [1]. Others simply classify
according to predefined scales [13]. The main difference
between those systems is the choice of colorimetric space.
The most used ones are HSV [12] [3] [10], YCrCb [12]
[10], I1I2I3 [15] and TSL [19]. According to Terrillon et
al. [20] who compared nine different colour spaces for face
detection, TSL gives better results. Following Hsu [12], we
choose YCrCb as it is perceptually uniform [17], it is widely
used in video compression [10] and is similar to TSL for
luminance and chrominance separation.

The result of CFF is a rectangle around the face. Using a
simple histogram of this area, which enables us to extract



all shades of the detected face’s colour, is not efficient
enough for two reasons. Firstly, this rectangle contains eyes,
eyebrows, hair, and glasses. Secondly, there might exist shade
variations due to the camera’s noise. We thus propose, on
the one hand, to select a sub-area of the rectangle, where
the probability of having skin coloured pixels is higher, and
on the other hand, to represent skin colour distribution by a
two-dimensional Gaussian law.

To avoid possible noise from non-skin coloured pixels, we
use a priori knowledge of a human head’s proportion and
form to determine the area E to pick up skin colour samples
(see figure 2a)

Fig. 2. (a) Skin colour is initialized in the area E, (b) face detection with
skin colour.

For the initialization of our model we choose to represent
skin colour distribution by a two-dimensional Gaussian law
of parameters the mean µ and the covariance matrix Σ of all
the normalized pixel components c in the area E.
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With this method, only one scan of the area is necessary.
For the face tracking, we consider a pixel to be skin

colored if:
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which in effect performs Mahalanobis’ distance minimiza-
tion.

Once the skin colour filtering is performed, we determine
clusters of connected pixels (connected component analysis).
Clusters and holes of area less than 0.5% of the frame area
are respectively discarded and filled so that only a small
number of clusters are considered for further analysis.

We then extract the characteristics from the clusters (sur-
face, perimeter, compactness, average, variance...) to detect
faces (see figure 2b).

B. Eye detection

In man-machine interaction, eye detection is the first step
toward evaluation of head orientation and gaze direction
[7] [14]. Our aim in eye detection is to recognize some
communication gestures such as head nods.

Our approach is as follows: locating the face using the
face detection module, estimating the rough position of the
eyes and improving eyes localisation using the eye detection
module, which operates a processing sequence based on
eye region colorimetric specificities. In YCrCb space, the
chrominance (Cr, Cb) and luminance (Y) information can be
exploited to extract eye region. According to our experiment
in many face databases, the area around the eyes has specific
colorimetric values. Cb values are higher than Cr ones [12].
Concerning Y values, this area contains both high and low
values.

The goal of the process is to accentuate the brighter and
darker pixels of the eyes, initially through the chrominance
(Cr Cb) and through the luminance (Y) as shown in figure
3.

Fig. 3. EyeMap construction procedure.

First, we will try to emphasize eye brightness through
chrominance. We note that around eye region we have Cb >
Cr. This implies Cr − Cb < 0, so neg(Cr-Cb) will have
saturated values (255) around the eyes.

MapChro = neg(Cr − Cb) (4)

where neg(x) is the negative of x (i.e. 255-x). And in a
second time, we process through luminance Y: we dilate to
propagate the high values and erode for the low ones. The
division result will have high values around eye region.

MapLum =
Dil(Y )
Ero(Y )

(5)

The result map, obtained by the AND operation of the
two resulting maps MapChro and MapLum, shows isolated
clusters at eyes location. A simple connected component
analysis based on pixel connectivity (already performed in
Face Detection) is sufficient to determine clusters (or com-
ponents). Then, we consider the head position, inter-reticular



distance and eyes characteristics (compactness, shape) in
order to choose among the different clusters to identify eyes
(see figure 4).

Fig. 4. face and eye detection.

III. RESULTS

We have evaluated our system on video streaming and 2
series of image databases:
• the first database, the head pose database1 [9], consists

of 15 sets of images. Each set contains 2 series of 93
images of the same person at different poses. There
are 15 people in the database, wearing glasses or not
and having various skin colours. The pose or head
orientation is determined by 2 angles (h,v), which vary
from -90 degrees to +90 degrees.

• The second database is a set of images collected on the
World Wide Web, called www database. These colour
images have been taken under varying lighting con-
ditions and with complex backgrounds. Furthermore,
these images contain multiple faces with variations in
colour, position, scale, orientation, 3D pose and facial
expression. This base was sorted in 5 subsets according
to face pixel size.

Fig. 5. face detection score rate.

The first test consists in applying the face detection in the
head pose database, we show that the use of both algorithms
(CFF and skin colour) can detect 98% of the faces when
only 48% of the faces was detected when only CFF is used
(see figure 5).

The second test consists in applying the face detection
module and the eye detection module in the www database.
Table I shows the total detection rate according face sizes.
We can see that the rate detection is better when the face is
larger.

1http://www-prima.inrialpes.fr/perso/Gourier/Faces/HPDatabase.html

TABLE I
EYE DETECTION RESULTS ON WWW DATABASE. DR: DETECTION RATE

FP: FALSE POSITIVES)

Face size 39× 38 80× 91 147× 166 179× 204 205× 250
DR 84.12% 87.04% 93.55% 93.75% 94.87%
FP 3.44% 4.01% 3.54% 3.51% 3.94%

Qualitative results are shown in figure 6. We can see that
our algorithm can detect face and eyes despite variations
in colour, position, scale, orientation, 3D pose and facial
expression.

Fig. 6. Face detection and eye tracking results.

IV. APPLICATION

The vision component has been integrated into an Em-
bodied Conversational Agent (ECA). An ECA is a virtual
human that can dialog with humans by both understanding
and producing speech (and written text), gestures and facial
expressions. Existing ECAs differ in terms of behaviours and
capabilities, but most of them require a fixed stereoscopic
camera and/or several CPUs or computers to be able to run
in ”real time” (see [4] [2]).

Our ECA Nestor [16] integrates a continuous speech
recognizer, a natural language interpreter, a dialogue man-
ager, a natural language generator, an avatar player and the
vision module. Nestor runs on a single laptop. In combining
visual information with data obtained from speech recog-
nition component, man-machine interaction is significantly
improved.

For instance, Nestor initiates a dialogue by greeting a user
who just appeared in front of the camera.
• ”Hello. My name is Nestor...”
When the user disappears after Nestor has answered his

request, it says:
• ”I can see that you are leaving, I hope you are satisfied

with the information I gave you. Bye”
When the user disappears and Nestor has not yet answered

his request, it says:



• ”I can’t see you anymore. Could you please come back
in front of the camera?”

And it does not listen anymore (the speech recognition is
deactivated) until it sees the user again. If Nestor sees the
user before a given time period, it continues the dialogue:

• ”I can see you again. I resume ...”

If Nestor sees user after a given delay, it starts a new
dialogue.

The eyes detection permits Nestor to modulate the dia-
logue according the face orientation. When the user does not
look at the screen, the system closes all the modules and runs
CFF to detect another(s) face(s) in the front of the camera.
Visual information is also sufficient to adapt the dialogue
depending on users’ interaction. If the user takes notes, the
system will then quote the list of answers slowly in order
to leave him sufficient time to note. In the same way if the
user looks at the screen without saying anything, the system
repeats its question or details more its answer.

Fig. 7. Application of our system in an Embodied Conversational Agent.

V. CONCLUSION AND FUTURE WORK

In this article, we described the architecture of the vi-
sual system integrated in our multimodal application. Con-
sideration of the visual context improves significantly the
interaction in a context of computer-human natural dialogue.
Despite that image processing requires a lot of resources, the
improvement justifies the computational time surplus.

Nevertheless, we have seen that we can save some re-
sources without hurting performance when coupling a face
detection module with skin colour tracking component.

This architecture has been tested and gives satisfying
results with several people in front of the camera, and also
on image databases.

In the future, this system will be able to detect the user’s
gaze direction. The current system can detect gestures but
cannot yet recognize them. A learning phase for everyday
communication gestures will start soon.
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